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Registration of Images With Outliers
Using Joint Saliency Map
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Abstract—Mutual information (MI) is a popular similarity
measure for image registration, whereby good registration can
be achieved by maximizing the compactness of the clusters in the
joint histogram. However, MI is sensitive to the “outlier” objects
that appear in one image but not the other, and also suffers from
local and biased maxima. We propose a novel joint saliency map
(JSM) to highlight the corresponding salient structures in the
two images, and emphatically group those salient structures into
the smoothed compact clusters in the weighted joint histogram.
This strategy could solve both the outlier and the local maxima
problems. Experimental results show that the JSM-MI based
algorithm is not only accurate but also robust for registration of
challenging image pairs with outliers.

Index Terms—Image registration, joint saliency map, mutual in-
formation, outliers, weighted joint histogram.

I. INTRODUCTION

I MAGE registration can be considered as finding the op-
timal transformation
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pixel pairs in the normal brain tissues should be given more
weight in the histogram than the homogeneous and the tumor
resection pixel pairs. To weight each overlapping pixel pair
when computing the joint histogram, we propose a novel joint
saliency map (JSM) to assign a joint saliency value between
0 and 1 to the pixel pair. The idea of JSM is demonstrated
schematically in Fig. 1(d), where the high joint saliency values
are assigned to the corresponding salient pixel pairs rather than
the outlier and the homogeneous pixel pairs.

The JSM is determined by correlating each overlapping pixel
pair’s respective regional saliency vectors (RSVs). The RSV
characterizes the regional salient structure around each under-
lying pixel after a principal axis analysis (PAA) of the pixel’s
regional saliency distribution. In the JSM-weighted joint his-
togram (WJH), the contributions of the corresponding salient
structures are distributed over neighboring histogram bins. This
leads to the smoothing of the compact clusters for the grey
values of the corresponding salient structures, which can solve
both the outlier and the local maxima problems.

The proposed JSM-MI has been applied to the rigid regis-
tration of 2-D images. Experimental results show that, com-
pared to other MI-based registration methods, JSM-MI method
achieves better robustness and higher accuracy for the registra-
tion of challenging image pairs with outliers. The letter is or-
ganized as follows. We first introduce the JSM for WJH in MI.
Next, we report some experiment results to identify the registra-
tion performance on accuracy and robustness. Finally, the con-
clusions close this letter.

II. METHODS

A. Regional Saliency Vector

We use visual saliency operator to enhance the regional
salient structures we are interested in. Many techniques have
been developed to define the saliency of image, i.e., using
edge gradient, local phase [12], salient regions [13], corner
and keypoints [14]. Gradient map has been incorporated into
the MI-based registration methods [9]–[11]. However, gradient
is a local feature and sensitive to noise. Local phase [12] and
salient regions [15] suffer from high computational complexity.
Corner and keypoint can not be defined for each image pixel.
Inspired by the center-surround mechanism [16], [17] which
has defined the intensity-contrast-based visual saliency map, we
define a two-step scale and rotation invariant saliency operator
based on intensity contrast as follows:

(2)

where is the 1-pixel radius circular neighborhood of the pixel
position at scale , is the local saliency com-
puted for the intensity in the Gaussian image pyramid [18]
at scale , is the intensity of the pixel in the ’s neigh-
borhood. The multiscale local saliency map at the finest
scale is reconstructed by summing up all the saliency maps at
the coarser scales.

In the second step, a PAA of the saliency distribution in a
certain region assigns regional saliency to each pixel based on
the inertia matrix:

(3)
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Fig. 3. (a)–(b) The reference and the floating images for the gradient magnitude
and the JSM magnitude. (d) Compact JSM-WJH smoothing for (a)–(b). (d)–(e)
Gradient value profiles of the lines in (a)–(b), which are marked as dashed lines.
(f) JSM value profiles of the lines in (a)–(b).

C. JSM-Weighted Joint Histogram

The contribution of the interpolated floating intensity
to the joint histogram is weighted by a of the JSM (the
pixel positions are overlapped at the position ). For
2-D image registration, if using a nearest neighbor or a bilinear
interpolation, the value should be added to the histogram
entry . In bilinear partial volume distribution (PV) in-
terpolation, the contribution of the to the histogram, dis-
tributed over the intensity values of all nearest neighbors of the
reference pixel position on the grid of , is weighted using
the . Similarly, JSM could be easily incorporated into other
interpolation schemes and Parzen-based joint histogram.

In the JSM-WJH, the outliers and homogeneous regions have
little impact on the histogram distribution. Furthermore, each
histogram entry for the corresponding salient structures is the
sum of smoothly varying fractions of one, such that the his-
togram changes smoothly in the neighboring bins related to
those structures. As a result, the compact histogram smoothing
[see Fig. 3(c)] is introduced by highlighting the grey values of
the corresponding salient structures. Computed from the com-
pact and smooth histogram, the MI is then maximized to achieve
robust and accurate rigid registration.

D. Computational Complexity

The JSM should be recalculated with the transformation
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TABLE II
COMPUTATION ITERATIONS AND RUNTIME IN SECONDS FOR FIG. 4.
(MATLAB 6.5, SINGLE CORE INTEL CELERON 2.8 GHz, RAM 2 GB)

Fig. 5. (a)–(b) Reference and floating endoscopic images (size: 720 � 572
pixels) with a surgical tool and illumination changes. The two images are fused
using a mosaic pattern. (c) NMI. (d) PMI. (e) JMI.

JSM removes all local maxima and achieves the global max-
imum at the registration position, while the NMI suffers from
the biased maximum at the mismatching position.

Fig. 5(a)–(b) show the reference and floating endoscopic im-
ages (720 572 pixels) including a surgical instrument with
different illuminations. Using a mosaic pattern to fuse the two
images, Fig. 5(c)–(d) show the NMI-based and PMI-based mis-
registration results. Fig. 5(e) shows our accurate JMI-based reg-
istration result (see Table I. case 2).

IV. CONCLUSION

We propose an effective JSM to solve the problems of out-
liers and local maxima in MI-based image registration. Repre-
senting the corresponding salient structures in the two images to
be registered, JSM is easily integrated into other intensity-based
similarity measures for 3-D nonrigid registration. Independent
of this work but subsequent to our preliminary conference pa-
pers [23], [24] which this letter elaborates on and extends, Ou
et al. [25] developed a similar mutual saliency map for outlier
rejection in 3-D nonrigid image registration.

Additionally, our method is an intensity-based method and
also sensitive to the initial conditions. It is necessary in principle
to set the proper initial conditions close to a correct alignment
solution, which can be achieved by coarse alignment techniques
such as principal axes based method. Nevertheless, all instances
of correct registration in this letter are directly performed by our
method without any coarse alignment.
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